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ABSTRACT

Context. In local helioseismology, the travel times of acoustic waves propagating in opposite directions along the same meridian
inform us about horizontal flows in the north-south direction. The longitudinal averages of the north-south helioseismic travel-time
shifts vary with the sunspot cycle.
Aims. We aim to study the contribution of inflows into solar active regions to this solar-cycle variation.
Methods. To do so, we identify the local flows around active regions in the horizontal flow maps obtained from correlation tracking
of granulation in SDO/HMI continuum images. We compute the forward-modeled travel-time perturbations caused by these inflows
using 3D sensitivity kernels. In order to compare with the observations, we average these forward-modeled travel-time perturbations
over longitude and time in the same way as the measured travel times.
Results. The forward-modeling approach shows that the inflows associated with active regions may account for only a fraction of the
solar-cycle variations in the north-south travel-time measurements.
Conclusions. The travel-time perturbations caused by the large-scale inflows surrounding the active regions do not explain in full the
solar-cycle variations seen in the helioseismic measurements of the meridional circulation.

Key words. Sun: activity – Sun: helioseismology

1. Introduction

The Sun’s meridional flow at the surface is poleward with a max-
imum amplitude of about 15 m/s (Duvall 1979). The meridional
ciculation, both at the surface and in the deep convection zone, is
believed to be a key ingredient in flux-transport dynamo models
(e.g., Wang et al. 1991; Dikpati & Gilman 2006, 2009). Obser-
vationally, the meridional circulation is given as the longitudinal
average of the north-south flows. This longitudinal average is
not constant in time: its amplitude and latitudinal dependence
change over the solar cycle (e.g., Komm et al. 1993; Hathaway
& Rightmire 2010, 2011). It has been proposed that extended
inflows around solar active regions (Gizon et al. 2001) modu-
late the meridional flow at the surface (Gizon 2004; Gizon et al.
2010). These inflows have amplitudes of up to 50 m/s near the
surface and extend up to 10� from the center of the active re-
gions or further (Gizon et al. 2001; Hindman et al. 2003; Haber
et al. 2004; Hindman et al. 2009; Braun 2019; Gottschling et al.
2021).

Helioseismic travel-time shifts in the north-south direction
are sensitive to the meridional flow (e.g., Giles et al. 1997). The
measurements made by Gizon et al. (2020) show a solar-cycle
modulation. We aim to determine how much of this modulation
may indeed be attributed to the near-surface active-region flows.
To this end, we isolate and measure the active-region flows in lo-
cal correlation tracking (LCT) flow maps. By assuming a depth
dependence of these flows, we compute forward helioseismic
travel-time perturbations in the north-south direction to estimate
their contribution to the fluctuations seen in the time-distance

measurements. Section 2 presents the data and the method. Sec-
tion 3 shows the latitudinal and longitudinal components of the
resulting active-region flows. We compute in Section 4 the north-
south forward helioseismic travel-time perturbations associated
with these flows, using 3D Born sensitivity kernels. We attempt
to model the inflows with a simple model based on the latitudinal
gradient of the unsigned magnetic field in Section 5, in order to
extend the analysis to the previous solar cycle. We compare our
results with helioseismic measurements in Section 6.

2. Horizontal flows from granulation tracking

2.1. Flow maps from LCT

We use the horizontal flow maps computed by Löptien et al.
(2017). The original data set covered the period from May
2010 to April 2016, and has later been extended till April 2019
(Gottschling et al. 2021). The maps were obtained by using the
Fourier Local Correlation Tracking code (Welsch et al. 2004;
Fisher & Welsch 2008). The code tracked pairs of consecutive
full-resolution intensity images from SDO/HMI (Schou et al.
2012), so that the flows represent the surface motions of solar
granulation. The cadence of the flow maps is 30 minutes.

The data contained systematics like the orbital motions of
SDO and the shrinking-Sun e↵ect (Lisle & Toomre 2004; Löp-
tien et al. 2016). Löptien et al. (2017) decomposed the flow maps
into Zernike polynomials and filtered the time series of the coef-
ficient amplitudes to remove the mean of the time series, the pe-
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riods of 24 h, 1 year, and their corresponding harmonics, which
takes care of most of the systematics.

The resulting data product contains the time-varying part of
the rotation (torsional oscillations) and of the meridional circu-
lation, plus potentially residual systematics (Gottschling et al.
2021). The velocities are in CCD-frame units (pixels per sec-
ond). The size of these filtered images is 1024 ⇥ 1024 pixels;
we perform a 5 ⇥ 5 binning on these images, yielding a spatial
resolution of about 10 arcsec per pixel which corresponds to 0.6
heliographic degree per pixel at disk center.

2.2. Construction of background in CCD frame

Gottschling et al. (2021) reported that the LCT flow maps con-
tain residual systematics. This means that large-scale back-
ground flows shall be removed from the flow maps in order to
measure the flows related to active regions. These systematics
likely depend on the position on the visible disk, in particular
if they are a residual of the shrinking-Sun e↵ect. Therefore, the
background will be measured in the CCD frame; the procedure
is described below.

2.2.1. Contours around active-region flows

We define the background as the area located far away from the
magnetic activity and its related flows. In order to measure the
background flows, we need to identify the active regions first.
We use the HMI magnetograms at the same time steps as the
LCT data. We assume that the magnetic field is purely radial and
thus divide the line-of-sight magnetic field BLOS by the cosine of
the great-circle angular distance to disk center to obtain Br.

We aim to determine smooth contours around the active-
region flows based on a spatially-smoothed magnetic field. We
use a 2D Gaussian kernel to smooth |Br |, with a full width at half
maximum (FWHM) of 10� (here, 1� is 1 heliographic degree)
because it is the typical horizontal extent of the flows into active
regions (see Fig. A.1). We then define the contours around the
active regions as the lines along which the smoothed |Br | is equal
to a magnetic threshold b. We choose b to be 3.5 G (see Ap-
pendix A). By aligning the centers of active regions with a total
magnetic flux above 1021 Mx in a way similar to Braun (2019),
we indeed find that this choice allows us to capture flows as far
as 12� away from the active region centers. The contours capture
not only the active-region flows, but also the flows around the
di↵use flux that is far less concentrated, as seen in Fig. 1.

2.2.2. Background flows

We consider the flows outside the contours as the background
flows which consist of the potential systematics. We generate
the background flow maps by computing monthly averages of
the flows using only the pixels outside the contours.

The monthly background flow maps can contain little to no
data at mid-latitudes during the solar maximum. Therefore, we
smooth in time with a Gaussian of FWHM of one year. This
width is large enough that it smooths out the regions containing
no data for several months, while the background is not expected
to vary significantly on that time scale (see Appendix B). We
further smooth in space with a 2D Gaussian of FWHM of ten
pixels, corresponding to an angular distance of 6� at disk center.

These smoothed background flows exhibit a modulation on
the time scale of a solar cycle. This modulation is consistent with
what is described by Gottschling et al. (2021), although we com-

Fig. 1. Contours around active-region flows (thick black lines) during
solar minimum (panel a) and during the rising phase (panel b), superim-
posed on SDO/HMI magnetograms (line-of-sight magnetic field). The
thin black lines represent the contours of the magnetic mask discussed
in Section 4.2. We only consider pixels whose great-circle distance from
disk center is less than 50�, and hence the contours do not encompass
the magnetic features near the limb.

pute the background flows in a di↵erent way. They are studied
in more detail in Appendix B.

2.3. Active-region flows

The flows inside the contours are the superposition of the back-
ground flows and the active-region flows. We therefore subtract
the smoothed background flows from the 30-minute cadence
flow maps; the remaining flows are the active-region flows. The
residual flows outside of the contours are not discarded after the
subtraction of the background flows. They are expected to be
random noise from convection.

We track these active-region flow maps at the Carrington rate
on a daily basis using noon as a reference, and remap them us-
ing the Plate Carree projection into the heliographic coordinate
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Fig. 2. Longitudinal average of vAR
✓ (panel a; positive values are south-

ward) and vAR
� (panel b; positive values are prograde), as a function of

time and latitude. They were further smoothed in latitude with a Gaus-
sian of FWHM of 3.6� and in time with a Gaussian of FWHM of 6
months. The black lines show the mean active latitudes. The ticks on
the horizontal axis indicate the beginning of each year. The shaded ar-
eas indicate the times when the edge e↵ects become visible due to the
one-year temporal smoothing of the background flows.

system. The spatial resolution is 0.6� per pixel. Following the
formulas in the appendix of Löptien et al. (2017), we convert the
velocities from pixels per second to meters per second. Then we
average the flows daily. The colatitudinal and longitudinal com-
ponents of these daily-averaged flows are denoted respectively
by vAR

✓ (✓, �, t) and vAR
� (✓, �, t).

3. Temporal variation of active-region flows

To examine the temporal and latitudinal evolution of the active-
region flows, we average vAR

✓ and vAR
� in longitude within ±15�

of the central meridian. Figure 2 shows the longitudinal averages
of vAR

✓ and vAR
� as a function of time and latitude (denoted as

� = 90� � ✓). Figure 3 shows the yearly-averaged flows as a
function of latitude, together with the magnetic activity.

Figure 2a shows an inflow pattern converging toward the
mean latitude of activity in both hemispheres. The inflows are
stronger and cover a greater latitudinal range on the poleward
side of the active latitudes. We note that, in Braun (2019) and
Gottschling et al. (2021), the inflows are mostly symmetric with
respect to the center of the active regions. One possible reason is
that they use an ensemble averaging over active regions whose
centers have been aligned with each other, while we use a longi-
tudinal long-term averaging that makes the inflows on the equa-
torward side of the northern and southern active latitudes partly
cancel each other out. In the left column of Fig. 3, the amplitude
of the yearly-averaged vAR

✓ reaches extrema of over 7 m/s in the
north in 2011 – 2012 and over 6 m/s in the south in 2014 – 2015.
Likewise, the solar magnetic activity peaks in 2011 in the north-
ern hemisphere and in 2014 in the southern hemisphere. There-
fore the amplitude of the inflows is clearly correlated with the
strength of the solar activity. The amplitude is consistent with
that from, e.g., Gizon (2003), González Hernández et al. (2008),
Komm et al. (2020), who isolated regions of magnetic activity

Fig. 3. Longitudinally- and yearly-averaged vAR
✓ and vAR

� (black lines),
binned every 3.6� in latitude. The standard error of the mean in each
binning interval is about 1 m/s for vAR

✓ and 0.4 m/s for vAR
� , and is not

shown here. The magenta filling indicates the distribution of |Br | (nor-
malized to the same arbitrary constant in all time periods), which was
averaged and binned in the same way as the flows.
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Fig. 4. Forward travel-time perturbations �⌧AR, as a function of latitude
and separation distance. They have been averaged in longitude around
the central meridian and in time from January 2011 to December 2014.

and their surroundings in a way similar to what we do here. We
note that Spruit (2003) interpreted the inflows as a consequence
of the enhanced cooling in the magnetic regions and predicted
inflows of ⇠6 m/s toward the activity belts. In the bottom two
panels, vAR

✓ shows no active-region flows but rather random os-
cillations that have the same magnitude at all latitudes, as ex-
pected toward the end of the solar cycle.

Figure 2b shows that the toroidal component consists of a ret-
rograde flow (with respect to the background flow) on the pole-
ward side of the active latitudes, and a generally prograde flow
on the equatorward side. This pattern may be consistent with the
results of Komm et al. (2020). It is known that the torsional os-
cillations, which are the time-varying part of the solar rotation,
exhibit a shear flow around the active latitudes, with a faster-
rotating band on the equatorward side and a slower-rotating one
on the poleward side (e.g., Howard & Labonte 1980). Therefore,
the toroidal component of the active-region flows seen here con-
tributes to the torsional oscillations to some extent.

The right column of Fig. 3 shows that the amplitude of the
toroidal component is also correlated with the amplitude of the
solar magnetic activity. The retrograde flow on the poleward side
of the active latitudes reaches over 8 m/s in the north in 2011 –
2012 and over 6 m/s in the south in 2013 – 2014. We note that
Braun (2019) and Gottschling et al. (2021) reported the presence
of a retrograde flow surrounding active regions preferentially on
the poleward side. In addition, there is a weaker prograde flow
on the equatorward side of the activity belts. The presence of
this signal might be consistent with the idea of a cyclonic circu-
lation around active regions that derives from the model of Spruit
(2003) and that was also described by Hindman et al. (2009).

4. Forward-modeled helioseismic travel-time

perturbations

4.1. Computation of travel-time perturbations

We compute the forward travel-time perturbations associated
with the active-region flows to compare with the solar-cycle vari-
ations of the helioseismic measurements of the meridional circu-
lation. To this end, we first construct a 3D flow profile associated
with the active-region flows at the surface. We neglect the con-
tribution from the vertical flow to the travel times. For the co-
latitudinal and longitudinal components u✓ and u�, we choose a

constant profile with depth such that

u✓(r, t) = vAR
✓ (✓, �, t), (1)

u�(r, t) = vAR
� (✓, �, t), (2)

where r = (r, ✓, �) with r being the distance to the solar cen-
ter. Although it would be more realistic to choose a flow profile
where the amplitude decreases with depth, choosing a constant
profile allows us to estimate an upper bound for the amplitude of
the travel-time perturbations due to active-region flows.

In order to directly compare with Gizon et al. (2020), we use
an arc-to-arc geometry, with the travel-time perturbations being
computed between pairs of points placed on two opposite arcs.
The paired arcs, each subtending an angle of 30�, are aligned
in the north-south direction as described by Liang et al. (2017).
Let’s denote  the angle between a meridian and the ray path
connecting the paired points on the arcs, (✓0, �0) the mid-point
between the paired arcs, and � the separation distance between
the paired points. The travel-time perturbation is thus defined as
(e.g., Gizon et al. 2017; Fournier et al. 2018)

⌧(✓0, �0,�, , t) =
Z

�

⇣
K✓(r; ✓0, �0,�, ) u✓(r, t)

+ K�(r; ✓0, �0,�, ) u�(r, t)
⌘

dr, (3)

where the integral is taken over the whole volume of the Sun,
and K✓ and K� are the colatitudinal and longitudinal components
of the sensitivity kernel (see Appendix C). Here, by convention,
a northward flow perturbation corresponds to a positive travel-
time perturbation for short separation distances.

The forward travel-time perturbation is averaged in the same
way as in Gizon et al. (2020); that is,

⌧AR(✓0,�, t) =
⇣
N�0 N 

⌘�1 ⇥
X

�0, 

⌧(✓0, �0,�, , t), (4)

where the sum over �0 is taken within ±15�, the sum over  
is taken within ±15�, N�0 is the number of points used in the
longitudinal average, and N is the number of points on an arc
for each distance.

Figure 4 shows the forward travel-time perturbations as a
function of latitude and separation distance after we averaged
over the active period from January 2011 to December 2014.
Even though we chose a constant flow profile with depth, the
forward travel-time perturbations could still change sign with
increasing separation distance, for example, when the separation
distance is larger than the spatial scale of active region flows.
Our ⌧AR decreases with separation distance but does not change
sign up to at least � = 18�, which is similar to the modeled
travel-time perturbations from Liang et al. (2018).

We show the longitudinally-averaged vAR
✓ (as plotted in Fig.

2) in Fig. 5a, and the corresponding ⌧AR averaged over the sepa-
ration distances 6� – 18� in Fig. 5b. We can clearly see the inflow
pattern converging toward the active latitudes in Fig. 5b, with
an amplitude that varies throughout the solar cycle as in panel
Fig. 5a. When averaged over the latitudes 20��35� in each hemi-
sphere, the amplitude of the inflows reaches 5 m/s in 2011 in the
north and �5 m/s in 2014 in the south (Fig. 5d). Similarly, the
amplitude of ⌧AR reaches extrema of 0.3 s during these active
periods (Fig. 5e). For comparison, we also computed ⌧AR using
the radial flow profile from the shallow model LC2 described in
Liang et al. (2018); in this case, the amplitude of ⌧AR reaches
extrema of 0.15 s.
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Fig. 5. Panel a: Longitudinally-averaged active-region flows vAR
✓ as plotted in Fig. 2, shown again here for convenience of comparison. Panel b:

Longitudinally-averaged forward travel-time perturbations �⌧AR, further averaged over the separation distances 6� – 18�. Panel c: same as panel b,
but for the travel-time perturbations with the magnetic mask applied, �⌧AR

m (discussed in Section 4.2). We applied the same smoothing as in Fig. 2.
The black lines show the mean active latitudes. Panels d–f : Averages of the top panels over the latitudes � = 20� � 35� in each hemisphere. The
typical errors in the flows over the latitudinal range of interest are about 0.6 m/s. For the travel-time perturbations, the errors are in the range of
0.002 – 0.008 s, with the largest error for ⌧AR

m during the peaks of activity. The errors are not shown here. In all panels, the shaded areas indicate
the times when the edge e↵ects become visible due to the one-year temporal smoothing of the background flows.

4.2. Effect of masking travel-time perturbations inside
magnetic regions

Gizon et al. (2020) excluded the travel-time perturbations mea-
sured within magnetic regions from the averages, as those mea-
surements introduce a systematic error that resembles a diver-
gent flow pattern (Liang & Chou 2015). In order to compare
with their results, we apply the same masking as they did. The
contours of the mask are shown as the thin black lines in Fig. 1.
We rewrite the forward travel-time perturbation averaging with
a weighting function w that is equal to zero if the forward travel-
time perturbation is excluded and one elsewhere. Equation 4 then
becomes

⌧AR
m (✓0,�, t) =

0
BBBBBB@
X

�0, 

w(✓0, �0,�, , t)

1
CCCCCCA

�1

⇥
X

�0, 

w(✓0, �0,�, , t) ⌧(✓0, �0,�, , t). (5)

The third column of Fig. 5 shows the forward travel-time per-
turbations after the magnetic mask is applied, denoted by ⌧AR

m .
These perturbations are associated with the flows located out-
side the thin lines and inside the thick lines in Fig. 1. The ⌧AR

m
in Fig. 5c resembles the ⌧AR in Fig. 5b but the amplitude of the
inflow pattern is strongly reduced during solar maximum. Fig-
ure 5f shows that, when averaged over mid-latitudes, the ampli-

tude reaches extrema in 2011 – 2012 in the north and in 2014 –
2015 in the south; the extrema are three times smaller than that
of ⌧AR in Fig. 5e.

Figure 6 presents a comparison between ⌧AR and ⌧AR
m , av-

eraged over four active years from January 2011 to December
2014. ⌧AR shows an inflow pattern with an amplitude reaching
extrema at a latitude of about 20� in both hemispheres. With the
masking, the inflow pattern in ⌧AR

m converging toward the active
latitudes is nearly gone. The di↵erence ⌧AR

m �⌧AR presents a clear
inflow pattern toward the active latitudes, comparable to ⌧AR.
Therefore, the masking of the magnetic regions removes most of
the inflow pattern from the averaged travel-time perturbations.

We note that the masking of magnetic pixels implemented
in Gizon et al. (2020) checks an area of 4 ⇥ 4 pixels around ei-
ther of the paired foot points in the arc-to-arc geometry (Liang
et al. 2017); if the field strength is greater than a threshold in
this area, the paired points are excluded from the averages. We
found that if only the nearest pixel to the foot point (instead of a
4 ⇥ 4-pixel area) is checked, the reduction of the inflow pattern
in the forward travel-time perturbations is not as strong as the
aforementioned results.

5. Extension to May 1996 – April 2019

We aim to extend the analysis to cover the time period 1996 –
2019 in order to compare the results with Gizon et al. (2020).
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Fig. 6. Longitudinally-averaged forward travel-time perturbations, fur-
ther averaged over the separation distances 6� – 18� and over the time
period from January 2011 to December 2014, as a function of latitude.
They have been binned every 3.6� in latitude. The typical standard error
of the mean, computed in each binning interval, is about 0.003 s, and
is not shown here. The vertical gray shaded areas show the mean active
latitudes.

Although the LCT data are only available after May 2010 as
they were computed from full-resolution HMI intensity images,
we could use the magnetic field as a proxy for the active-region
inflows from May 1996 to April 2010. The correlation between
the magnetic field and the inflows is visible in Fig. 3: the greater
the latitudinal gradient of the magnetic field strength, the greater
the inflows. Several models already exist in the dynamo litera-
ture to generate artificial active-region inflows based on the ob-
servations of the magnetic field (e.g., De Rosa & Schrijver 2006;
Cameron & Schüssler 2010, 2012).

We minimize the cost function

X

✓,t

�����hvAR
✓ (✓, �, t)i � c0

@h|Br(✓, �, t)|i
@✓

�����
2

(6)

to determine the constant of proportionality c0. Here h · i denotes
the averaging in longitude within ±15� of the central meridian
and the smoothing in latitude and time in the way described in
Fig. 2. We use only the data from January 2011 to December
2014 and in the latitudinal range 20� – 35�, where the inflows are
the strongest. We find c0 ' 0.085 m s�1 G�1.

We compute the modeled inflowsev AR
✓ using the SOHO/MDI

magnetograms (Scherrer et al. 1995) from May 1996 to April
2010 and the HMI magnetograms from May 2010 to April
2019. The line-of-sight magnetic field inferred from HMI data
is smaller than that from MDI data (Liu et al. 2012); the scal-
ing factor depends on the location on the disk and on the field
strength. We determine this scaling factor using Br at latitudes
20� – 35� in each hemisphere and longitudes within ±15� of the
central meridian, during the time period from May 2010 to April
2011 when both data sets are available. We find the scaling factor
is about 0.74 which is then applied to the MDI data.

Finally, based on the similarity between the inflows and the
travel-time perturbations shown in Fig. 5, we use a conversion
constant to convert from the modeled flows ev AR

✓ to modeled
travel-time perturbations from May 1996 to April 2019. For an

Fig. 7. Modeled inflows ev AR
✓ (panel a), and travel-time perturbations

without magnetic mask �e⌧AR (panel b) and with magnetic mask �e⌧AR
m

(panel c) from May 1996 to April 2019. The conversion constant for
producing e⌧AR and e⌧AR

m is derived from the HMI data averaged over
the separation distances 6� – 18�. The same smoothing as in Fig. 2 is
applied. The black lines show the mean active latitudes.

average over the separation distances 6� – 18�, we find the con-
version constant to be �0.056 s2/m for the case without the mag-
netic mask e⌧AR and �0.023 s2/m for the case with the magnetic
mask e⌧AR

m , where the tilde indicates the modeled quantities. We
present the scatter plots of the data used for the modeling in Ap-
pendix D.

Figure 7 shows the modeled inflows and the travel-time per-
turbations without and with magnetic mask as a function of time
and latitude, over Cycle 23 (1996 – 2008) and Cycle 24 (2008 –
2019). All the panels exhibit the inflow pattern with the flows
generally converging toward the mean active latitudes, which is
similar to that in Fig. 5. The amplitude of the models is compara-
ble to that of the observations for both the inflows and the travel-
time perturbations on the poleward side of the activity belts.
However, on the equatorward side, the amplitude of the models
is greater because we determined the proportionality constant c0
using only the latitudes 20� – 35� in each hemisphere.

Figure 8 shows how the models compare with the observa-
tions when averaged over the latitudes 20� – 35� in each hemi-
sphere. ev AR

✓ (Fig. 8a) and e⌧AR (Fig. 8b) generally match vAR
✓

and ⌧AR well in both hemispheres, especially during the peaks of
magnetic activity. When the magnetic mask is applied (Fig. 8c),
the model e⌧AR

m retrieves the correct order of magnitude but does
not fully capture ⌧AR

m . Furthermore, the amplitude of the mod-
els is greater during the Cycle 23 solar maximum than that dur-
ing the Cycle 24 solar maximum, which is consistent with the
sunspot number presented in Fig. 8d.
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Fig. 8. Panels a–c: Averages of ev AR
✓ , �e⌧AR, and �e⌧AR

m from Figs. 7a–
c over the latitudes � = 20� � 35� in each hemisphere (thin lines).
The errors on the models, estimated from the misfits, are about 0.6 m/s
for panel a, 0.04 s for panel b, and 0.03 s for panel c; they are not
shown here. For comparison, the corresponding vAR

✓ , �⌧AR, and �⌧AR
m

from Figs. 5d–f are overplotted in thick lines; the data in the first and
last six months are not shown because the edge e↵ects become visible
due to the one-year temporal smoothing of the background flows. Panel
d: 13-month running mean of the hemispheric monthly sunspot num-
bers. The red (respectively blue) filling indicates an excess of sunspot
numbers in the northern (respectively southern) hemisphere.

6. Comparison with helioseismic measurements

We compare in Fig. 9 our forward travel-time perturbations with
the measurements from Gizon et al. (2020) spanning Cycles 23
and 24. Gizon et al. (2020) used the data from MDI and GONG
(Harvey et al. 1996) for the periods from May 1996 to April
2003 and from May 2003 to April 2019, respectively; the travel
times associated with the magnetic pixels were excluded in their
measurements. For our travel-time perturbations, we used e⌧AR

and e⌧AR
m for the period from May 1996 to April 2010, and ⌧AR

and ⌧AR
m for the period from May 2010 to April 2019.

Fig. 9. Comparison between the north-south travel-time perturbations
as measured by Gizon et al. (2020) (thick solid lines) and the forward
travel-time perturbations without (thin solid line) and with (thick dashed
line) the magnetic mask. The measurements were averaged over the lat-
itudes � = 20� – 35� in each hemisphere, over the separation distances
� = 6� – 18�, and over consecutive 4-year time intervals. The average
over the quiet-Sun period January 2007 to April 2009 was subtracted
from the measurements, and the sign was reversed for the purpose of
comparison. The corresponding �e⌧AR and �e⌧AR

m are used from May
1996 to April 2010, and �⌧AR and �⌧AR

m from May 2010 to April 2019.
For the measurements, the error bars represent the standard error of the
mean computed over the latitudinal range of interest. For the forward
travel-time perturbations, the standard error of the mean is in the range
of 0.001 – 0.003 s, and is not shown here. For the modeled travel-time
perturbations, the errors, not shown here, are about 0.013 s for �e⌧AR

and 0.009 s for �e⌧AR
m .

The measurements of Gizon et al. (2020) exhibit a modu-
lation in amplitude over the solar cycles that is correlated with
the magnetic activity. The ⌧AR ande⌧AR also exhibit this modula-
tion. We remind the reader that we used a constant profile with
depth for the active-region flow model to place an upper limit;
that is, the magnitude of ⌧AR ande⌧AR is overestimated. When the
masking is taken into account, the magnitude of ⌧AR

m and e⌧AR
m is

much smaller than that of the measurements. These results sug-
gest that the true travel-time perturbations caused by the inflows
do not fully explain the solar-cycle variations in the travel-time
measurements.

7. Summary and discussion

We used LCT flow maps over nine years during Cycle 24. We
removed large-scale background flows and extracted the flows
associated with active regions. We averaged these flows in longi-
tude to study their latitudinal profile and time evolution. The lati-
tudinal flow exhibits an inflow pattern converging toward the ac-
tive latitudes with a maximal peak-to-peak amplitude of 10 m/s
(yearly average) during solar maximum. This amplitude is con-
sistent with that found by Gizon (2003), González Hernández
et al. (2008) and Komm et al. (2020). The longitudinal flow ex-
hibits a pattern around the activity belts resembling that of the
torsional oscillations. This pattern may be consistent with that
observed by Komm et al. (2020). The maximum peak-to-peak
amplitude is about 10 m/s. The amplitude and the structure of
both flow components are correlated with the strength and the
distribution of the magnetic activity.

We computed the corresponding forward helioseismic travel-
time perturbations using 3D sensitivity kernels and using an arc-
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to-arc geometry in the north-south direction. We assumed con-
stant inflows with depth to place an upper limit on the contribu-
tion of inflows to helioseismic measurements of the meridional
circulation. For separation distances � = 6� – 18�, the extrema of
the averaged forward travel-time perturbations are ±0.3 s at mid-
latitudes during the peaks of solar activity. We also averaged the
forward travel-time perturbations with the masking of magnetic
regions as in Gizon et al. (2020), and found that the masking sig-
nificantly reduced the amplitude of the travel-time perturbations,
leading to extrema of about ±0.1 s during solar maximum.

We extended the active-region flows and the forward travel-
time perturbations to cover two solar cycles, from May 1996
to April 2019, using a model based on the latitudinal gradient
of the magnetic field strength. We assumed that the travel-time
perturbations are roughly proportional to the flows. This simple
model reproduces the inflow patterns throughout the solar cycle
and allows us to compare our results with the measurements of
Gizon et al. (2020) over two solar cycles. We found that the near-
surface active-region flows do not explain in full the solar-cycle
variations seen in the measurements of the meridional circula-
tion.

We note that the background flows, defined as the flows that
are far from active regions, are expected to represent the system-
atics, but they might also contain global-scale flows in the quiet
regions, if any. We see that they exhibit a large-scale modulation
throughout the solar cycle that seems correlated with the mag-
netic activity (Appendix B). Since the LCT data were filtered to
remove only the periods of 24 hr, 1 yr, and the mean of the time
series (Löptien et al. 2017; Gottschling et al. 2021), long-term
variations of the global-scale meridional flow could still remain
in the background flows. However, we cannot exclude that there
exist systematics that vary with the solar cycle. Separating the
true global-scale flows from the systematics in the LCT data is
beyond the scope of this paper.

The fact that the surface active-region flows do not fully ac-
count for the observed solar-cycle variations of the meridional
flow implies that there may be time-varying flows far from ac-
tivity. Other similar studies in which the active-region flows
and quiet-region flows are separated seemed to confirm this.
González Hernández et al. (2008) used ring-diagram analysis to
infer the subsurface meridional flow, and found that the inflows
persist even after the flows surrounding the active regions are ex-
cluded. They attributed it to the fact that their masking may not
remove the weaker magnetic regions and the di↵use field, but
they also did not exclude the possibility that inflows may exist
in quiet regions. Similarly, Komm et al. (2020) studied the time
variations of subsurface flows for quiet and active regions, sep-
arately, over the past two solar cycles and found a solar-cycle
modulation in the quiet-Sun flows.

Hathaway & Rightmire (2010) found that the meridional
flow is stronger during solar minimum, although they did not
disentangle the active-region flows from the global circulation.
Lin & Chou (2018) assumed that the meridional flows are simply
a linear combination of the local inflows and global-scale merid-
ional flows and found a similar result. A number of other stud-
ies, in which the authors subtracted a time-averaged meridional
flow profile, observed residuals during solar minima (e.g., Hath-
away & Rightmire 2011; Komm et al. 2015; Getling et al. 2021);
however, the patterns of these residuals di↵er from one another,
depending on the time periods used to compute the reference. To
avoid this dependence, González Hernández et al. (2010) sub-
tracted a low-order polynomial fit and also found meridional
flow residuals during solar minimum. This might explain why

the active-region flows only account for a fraction of the solar-
cycle variations of the meridional flow.

We note finally that other phenomena related to the surface
magnetic activity can contribute to the temporal variation of the
travel-time perturbations measured by Gizon et al. (2020). In
particular, the Woodard e↵ect (Woodard 1997) can add system-
atics via the localized absorption of acoustic waves by sunspots.
This e↵ect has not been taken into account in our study.
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Appendix A: Contour determination

Fig. A.1. Ensemble-averaged active-region flows. �� and �� are the
longitude and latitude with respect to the center of the active region.
The flows close to the center of each polarity have been masked out be-
fore averaging because LCT flows in highly-magnetic regions are not
reliable (Löptien et al. 2017). The background shows the ensemble-
averaged line-of-sight magnetic field. For a given value of b that de-
termines a contour for an individual active region, we draw the line de-
limiting the areas included in the contours for at least 90% of the active
regions used in the ensemble average; we try the following values of b:
4 G, 3.5 G, and 3 G (dotted, solid, and dashed green lines, respectively).

We first compute the ensemble average of active regions in
a way similar to Braun (2019) and Gottschling et al. (2021). A
brief description of the procedure is as follows. We track and
remap the Br maps (obtained in Section 2.2.1) in the same way as
the flow maps in Section 2.3. We compute the daily averages of
unsigned magnetic flux density maps from Br. We smooth these
maps by a 2D Gaussian with a FWHM of 10� (heliographic de-
grees). We identify the peaks (pixels of value higher than that of
any of the eight neighboring pixels), and discard the ones that
are within 20� of other peaks with stronger flux density. This
procedure ensures that all the selected peaks are clearly sepa-
rated from each other. We compute the total unsigned magnetic
flux over a box, spanning 20� in longitude and 10� in latitude
around each peak. Only if the total unsigned magnetic flux is
above 1021 Mx do we retain the active regions associated with
the peaks. We compute the center of mass of the pixels with pos-
itive Br and that of the pixels with negative Br, both weighted
by the smoothed and daily-averaged unsigned flux density; the
average of the two centers of mass is defined as the center of an
active region. To limit the impact of noise, we do not consider
pixels with |Br | less than 50 G in the computation of the center
of mass and of the magnetic flux. We align the selected active
regions with respect to their center. If an active region is in the
southern hemisphere, we flip it in the north-south direction and
we reverse the sign of Br and vAR

✓ , so that it can be averaged
together with the active regions in the northern hemisphere.

Figure A.1 shows the ensemble-averaged active-region flows
using the vAR

✓ and vAR
� from Section 2.3. The inflow pattern is

clearly seen, with the convergence center located preferentially
in the trailing polarity. The pattern extends on average up to 10�
away from the center of each polarity, in both the latitudinal and
the longitudinal directions. This is consistent with the results of,

e.g., Löptien et al. (2017), Braun (2019) and Gottschling et al.
(2021).

For each active region, we define the contour as the line along
which the smoothed |Br | (see Section 2.2.1) is equal to a mag-
netic threshold b. Three values of b, 3.5 G, 4 G, and 4.5 G, are
tested. For each value, we draw in Fig. A.1 the line delimiting
the area included in the contours for at least 90% of the active
regions. All three areas cover up to at least 10� away from the
active regions, that is, they include most of the active-region in-
flows.

We want to choose the contour that extends as far away
as possible from the active regions, to make sure that all the
active-region flows are included. However, with b = 3 G, the
background flows contain no data for more than a year at mid-
latitudes around 2011 in the north and around 2014 in the south;
in that case, smoothing the background flow maps in time with
a Gaussian of FWHM of one year is not possible. Increasing
the FWHM might also not be adequate because the time scale
of variation of the background flows is on the order of years (see
Appendix B). On the other hand, using b = 4 G results in weaker
inflows, because the background flows may contain part of the
outer edge of the inflows. As a result, we choose b = 3.5 G as
the best compromise to consider as much active-region flows as
possible and still have a reliable background estimation.

Appendix B: Temporal variation of the background

flows

We track, remap and average the background flows in the same
way as the active-region flows in order to study their tempo-
ral variation. The results are presented in Fig. B.1. A large-
scale modulation of the meridional component is present, with
a peak-to-peak amplitude of about 12 m/s after we average over
mid-latitudes (Fig. B.1c). This trend is roughly antisymmetric
with respect to the equator, and resembles an equatorward flow
in the first half of the time series, then a poleward flow in the
second half toward solar minimum (Fig. B.1a). This is consis-
tent with Gottschling et al. (2021). These flows contain sys-
tematics, but they might also contain true flows. If this is the
case, this trend may indicate that the global-scale meridional
flows become stronger when approaching the solar minimum, as
was previously reported by, e.g., Hathaway & Rightmire (2010),
González Hernández et al. (2010), Komm et al. (2015), Lin &
Chou (2018), and Getling et al. (2021).

The toroidal component also shows a modulation that is
roughly symmetric with respect to the equator (Fig. B.1b). There
exists a decreasing trend with time, with an amplitude that varies
between �3 and +5 m/s (Fig. B.1d). We remind the reader that
the mean value over the whole time period had been removed
from the LCT data (see Section 2.1), so the variation is with re-
spect to the time average. The prograde pattern during the first
half of the time series migrates toward the equator along with
the activity belts, which resembles the behavior of torsional os-
cillations (e.g., Komm et al. 2020). This suggests that this com-
ponent of the background flows might also contain true flows in
the quiet Sun.

We note that, as mentioned in Section 2.2.2 and Appendix A,
the background flow maps can contain little to no data at mid-
latitudes during active times. These cut-outs of active regions in
the background flow maps are filled in using neighboring data
with Gaussian smoothing. This smoothing procedure may re-
sult in a slight underestimate of the background flows at mid-
latitudes.
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Fig. B.1. Longitudinally-averaged background flows vQS
✓ (panel a; positive values are southward) and vQS

� (panel b; positive values are prograde).
We smoothed in latitude with a Gaussian of FWHM of 3.6� and in time with a Gaussian of FWHM of 6 months. Panels c–d: Averages of the top
panels over the latitudes � = 20� � 35� in each hemisphere. The typical standard errors of the mean, computed over the latitudinal interval, are
about 0.06 m/s for vQS

✓ and about 0.03 m/s for vQS
� , and are not shown here. In all panels, the shaded areas indicate the times when the edge e↵ects

become visible due to the one-year temporal smoothing of the flows done in Section 2.2.2.

Appendix C: 3D Born sensitivity kernels

The computation of the 3D Born sensitivity kernels is based
on the approaches from Gizon et al. (2017) and Fournier et al.
(2018). The wave field  (r,!) is solution of a scalar wave equa-
tion in the frequency domain

�(!2 + 2i!�) � 2i!u · r � cr ·
 

1
⇢
r(⇢c )

!
= s(r,!), (C.1)

where ⇢ is the density, c the sound speed, � the attenuation and
s a stochastic source term describing wave excitation. The wave
field is related to the 3D wave displacement ⇠ through  (r,!) =
c(r)r · ⇠(r,!).

The flow kernels K = (Kr,K✓,K�) can be computed from the
knowledge of the Green’s function solution of Eq. (C.1) with a

Dirac on the right hand side:

K(r; r1, r2) = 2i⇢(r)
Z 1

�1
!W⇤(r1, r2,!)

h
G(r2; r,!)rC(r1; r,!)

�G⇤(r1; r,!)rC⇤(r2; r,!)
i

d!,
(C.2)

where r1 = (R, ✓1, �1) and r2 = (R, ✓2, �2) are two observation
points, R is the observation radius, C is the cross-covariance, W
is a weighting function in order to relate the travel-time pertur-
bation to changes in the cross-covariance, and r is the gradient
operator with respect to r. As in Gizon et al. (2017), we assume
energy equipartition so that the cross-covariance is related to the
imaginary part of the Green’s function. For the sake of simplic-
ity, we now drop the ! in the notation of the cross-covariance
and of the Green’s function. In a spherically symmetric back-
ground, the Green’s function depends only on the angular dis-
tance between source and receiver and can be obtained from its

Article number, page 11 of 12



A&A proofs: manuscript no. aanda

Legendre coe�cients (Fournier et al. 2018):

G(r, ✓, �; ri) =
1p
2⇡

X

`

G`(r; R)P`(cos �i), (C.3)

where i 2 {1, 2}, P` is the Legendre polynomial of order `,

cos �i = cos ✓ cos ✓i + sin ✓ sin ✓i cos(� � �i), (C.4)

and G`(r; R) is solution of

�(!2 + 2i!�)G` � c
d
dr

 
1
⇢

d
dr

(⇢cG`)
!
+
`(` + 1)c2

r2 G` = �(r � R).

(C.5)

We keep the values of ` up to 300.
Inserting Eq. (C.3) into Eq. (C.2), the kernel for the radial

flow is given by

Kr(r; r1, r2) =
2⇢(r)
⇡

X

`,`0

h
� f r

``0 (r)P`0 (cos �1)P`(cos �2)

+ gr
``0 (r)P`(cos �1)P`0 (cos �2)

i
, (C.6)

where

f r
``0 (r) =

Z 1

0
!Im

⇥
W⇤(r1, r2,!)G`(r; R)@rC`0 (r; R)

⇤
d!, (C.7)

gr
``0 (r) =

Z 1

0
!Im

h
W⇤(r1, r2,!)G⇤`(r; R)@rC⇤`0 (r; R)

i
d!. (C.8)

Similarly, denoting

f j
``0 (r) =

Z 1

0
!Im

⇥
W⇤(r1, r2,!)G`(r; R)C`0 (r; R)

⇤
d!, (C.9)

g j
``0 (r) =

Z 1

0
!Im

h
W⇤(r1, r2,!)G⇤`(r; R)C⇤`0 (r; R)

i
d!, (C.10)

where j 2 {✓, �}, the kernels for the horizontal flow components
are given by

Kj(r; r1, r2) =
2⇢(r)
⇡ r

X

`,`0

h
� f j

``0 (r)↵ j
1P0`0 (cos �1)P`(cos �2)

+ g j
``0 (r)↵ j

2P`(cos �1)P0`0 (cos �2)
i
,

(C.11)

where P0 is the derivative of the Legendre polynomials and

↵✓i = � cos ✓i sin ✓ � sin ✓i cos ✓ cos(� � �i), (C.12)

↵�i = � sin ✓i sin(� � �i) (C.13)

are respectively the derivative of cos �i with respect to ✓, and the
derivative with respect to � and divided by sin ✓.

Let’s consider r1 and r2 two foot points in the arc-to-arc ge-
ometry described by Liang et al. (2017) and used in this paper.
Let’s denote (✓0, �0) the colatitude and longitude of the midpoint,
� the separation distance between the foot points, and  between
a meridian and the ray path connecting the paired points on the
arcs. Then we rewrite the flow kernels as

K(r; r1, r2) = K(r; ✓0, �0,�, ). (C.14)

We use this notation in the main text in order to make the averag-
ing of the travel-time perturbations over the arcs more explicit.

Appendix D: Flow and travel-time modeling

The linear fitting procedure in Section 5 takes into account the
errors in both coordinates (Press et al. 2007, Section 15.3). We
present the results of the fits in Fig. D.1. For Fig. D.1a,c,d, be-
cause the data used were smoothed in time and latitude, we use
the points distant from each other by 6 months and 3.6� in lati-
tude so that they are independent. In all panels, the value of the
intercept is smaller than the error in the vertical coordinate esti-
mated from the misfit, so we neglected it.

There is a clear linear correlation between @h|Br |i/@✓ and
hvAR
✓ i (Fig. D.1a), between the HMI magnetic field and the MDI

magnetic field (Fig. D.1b), and betweenev AR
✓ and ⌧AR (Fig. D.1c).

In contrast, the correlation between ev AR
✓ and ⌧AR

m (Fig. D.1d) is
not as high in other panels, implying that a linear model might
yield a poor fit. This is because we cannot mask magnetic pixels
in the modeled flows, which are a function of time and latitude
but not longitude. Therefore we have to use the same flows for
the fit of ⌧AR

m as for the fit of ⌧AR. The larger relative error in the
slope (shaded area in red) in Fig. D.1d reflects the poor linear fit.

Fig. D.1. Scatter plots of the data used for the determination of the pro-
portionality constant c0 (panel a), of the scaling factor for the magne-
tograms (panel b), of the conversion constant for e⌧AR (panel c), and
the conversion constant for e⌧AR

m (panel d). The red lines indicate the
best fits. The red shaded areas represent the errors on the slopes, ob-
tained from the fits. The numbers in the top left corners are the values
of the Pearson correlation coe�cient, of the slope, and of the error on
the slope. In all cases, the p values of the correlation coe�cients are too
small to be given here (⌧ 0.01).
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